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Figure 1: The popularity of web data often exhibits a long heavy
tail of equally unpopular objects. This graph ranks the popularity
of Facebook group pages by their number of fans.

1.1 Example: BlinkCache
To demonstrate how blinking impacts a common data center ap-
plication, we explore the design of BlinkCache—a blinking ver-
sion of memcached that gracefully handles intermittent power
constraints—as a proof-of-concept example. Memcached is a dis-
tributed memory cache for storing key-value pairs that many promi-
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Figure 4: The popularity rank, by number of fans, for all 20 million
public group pages on Facebook follows a Zipf-like distribution
with α = 0.6.

a corresponding update in persistent storage. Each memcached
server uses the Least Recently Used (LRU) replacement policy



Figure 5: To explicitly control the mapping of keys to servers,
we interpose always-active request proxies between memcached
clients and servers. The proxies are able to monitor per-key hit rates
and migrate similarly popular objects to the same nodes.

server. One way to correct the problem is to dynamically change
the built-in client mapping function to only reflect the current set
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storage research, such as migrating popular objects to more active
nodes [28, 41]. Additionally, power-aware caching algorithms fo-
cus on maximizing the idle time between disk accesses to reduce
disk power consumption, while our work focus on controlling the
power consumption of the cache itself [42].

Blinking introduces regulated churn into data center applica-
tions as nodes switch from the active to inactive state. Churn has




